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Abstract

A smart meter is crucial in the advanced metering infrastructure (AMI), which aims
to assist the provider and customers working together to utilize electrical energy more
efficiently. Smart meter networks are interactive networks which transport many
messages (e.g. control messages, electrical usage messages) between providers and
customers. Due to the maturity of Internet Protocol (IP), it is foreseen as a popular
network layer protocol for smart meter networks. However, the best-effort service model
of IP requires it to work with a higher layer reliable transport protocol in order to deliver
critical messages in smart meter networks. Stream Control Transmission Protocol (SCTP)
is a new reliable transport protocol with multi-homing and multi-streaming mechanisms.
When a primary network path breaks down, SCTP connections can still continue
transmitting data via backup path, and this mechanism is transparent to upper layer
applications. According to the experiments on Linux platforms, SCTP can achieve higher
throughput than TCP when the packet loss rate is less than 10% . This makes SCTP a
suitable protocol to provide a reliable and stable communication services in smart meter

networks.
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Chapter 1. Introduction

The cause of high electrical energy consumption is dominated by daily usage from
many areas such as households, industries, transportation and so on. Electricity demand is
not only causing electrical energy resources to be depleted at a dreadful rate but also
speeding up global warming by generating considerable carbon emissions. A smart meter
is an intelligent device which can measure electronically how much energy is consumed
and communicate the collected data to another device. For example, smart meters can
send the electricity consumption data of household devices to a server on remote
networks. The server is responsible for collecting the messages from smart meter
networks and analyzing the data delivered by these messages. Customers are thus able to
check how much energy they consume as well as the real-time pricing of electricity. On
the other hand, based on these messages the utility companies can be well informed about
the status of electricity usage from each customer, and encourage customers to reduce
energy usage during times of peak demand, by providing some incentives.

Smart meters are transforming the traditional metering infrastructure towards to the
advanced metering infrastructure (AMI) [1][2]. Although using smart meters instead of
legacy meters will increase the cost in the short term, it can mitigate the need to build
new power plants as well as optimize the utilization of electricity that has been bought
from expensive energy sources. Smart meter networks involve one-way or two-way
communication depending on requirements of customers and providers. Meter
communications can either be from a meter to other devices inside the same local area
network, from the meter to the provider’s information technology (IT) infrastructure or

both.



Due to the maturity of the Internet protocol (IP) makes it as a popular network layer
protocol adopted in smart meter networks. There are many messages are transmitted in
smart meter networks (e.g. electricity usage message, billing messages) which
requirement reliable and stable transmission services. However, the fundamental service
model of IP simply provides best effort service which cannot meet the requirements of
smart meter networks [3]. IP must be paired with a reliable transport protocol to enhance
transmission services.

The Stream Control Transmission Protocol (SCTP)[4][5][6][7] has been proposed
by the Signaling Transport Working Group (IETF SIGTRAN) of the Internet Engineering
Task Force in order to transport signaling messages (e.g. SS7), which have requirements
for reliable and timely delivery, over IP network. The new transport layer protocol-SCTP
has addressed the disadvantages of UDP and TCP and also provides new features (e.g.
multi-homing, multi-streaming).

In this thesis, we proposed the adoption of SCTP as the transport layer protocol which
can collaborate with IP in order to provide a reliable and scalable transmission services
for smart meter networks. Besides, this thesis presented the empirical comparison
between transport layer protocols-TCP and SCTP in smart meter networks and also gives
some suggestions about communication protocols which can adopt in smart meter

networks for smart meter network designers.



Chapter 2. Related Works

An endpoint can utilize the multi-homing feature at application layer, transport layer,
network layer, or even link layer. However, rewriting an application to support
multi-homing takes a tremendous effort which discourages developers from doing so.
Therefore, implementing multi-homing with the underlying protocols is a more popular
approach. In this chapter, a few previous works about multi-homing in multi-access
networks are reviewed. In Section 2.1, we describe SCTP as the transport layer
approach that can bring more throughputs, and compared with the IP-layer approach, the
connection over SCTP will not break down during handovers. Furthermore, in Section
2.2, we describe the challenges of wireless sensor networks when they are applied in a
smart grid network. The communication protocol requirements are further investigated,

which leads to the study of Chapter 3.

2.1 SCTP as a Transport Layer Solution

for Wireless Multi-access Networks

With the rapid growth of the Internet and wireless communication technologies, the
requirement to access the Internet has caused the development of different types of access
systems. Users are expecting to access the Internet with multiple access technologies
which can provide more connectivity and better services. Integrating multiple access
systems and supplying more stable and connectivity services to users are critical in

communication systems. In [8], SCTP was proposed as a transport layer approach for
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multi-access in hopes of bringing more throughputs in multi-access environments.
Through three multi-access scenarios, the evaluation of throughput has been investigated

with simulations in NS (network simulator) and some Linux-kernel implementations.

2.1.1 Multi-access Scenario I: Vertical

Handover

A multi-access user should be capable of roaming between heterogeneous access

networks without breaking any existing connections.

A multi-homed SCTP terminal was implemented with Linux which accesses the IP
networks via both WLAN and GPRS. The bandwidth of WLAN is 2Mbps and the
bandwidth of GPRS is 40kbps. Comparisons were made between a scenario for the
network layer handover by mobile IPv6 (with TCP as transport layer protocol), and a
scenario for the transport layer handover by SCTP. The experimental topology for vertical

handover is shown in Figure 1.The comparison result is shown in Figure 2.
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Figure 2 Vertical handover in layer4 vs layer3

In the result, we can see that the TCP connection will break down after the vertical

handover from the high-bandwidth access network to the low-bandwidth access network,

while the SCTP connection continues sending data smoothly.



2.1.2 Multi-access Scenario Il: Alternate

Retransmission

For a reliable transport protocol, when it does not receive the acknowledgement from the
receiver in time, this implies that the current access network is enduring link error or

congestion. It is thus better to use an alternate access network to retransmit data.

The multi-homed SCTP terminal was implemented with Linux which uses GPRS to
retransmit data when the WLAN connection is interfered, collided or congested. The
multi-homed SCTP over WLAN and GPRS are compared with the single-homed TCP over

WLAN. The network topology for alternate retransmission scenario is shown in Figure 3.

SCTP f];':f
Peer Host 3

WLAN access
NISTNet 11Mbps, 0% loss =>
Linux 5.5 Mbps, 40% loss
Emulator

GPRS acce SCTP
40kbps, L 1Hoq
St
% loss up, 3% loss down i

Figure 3 An alternate retransmission scenario
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Figure 4 Alternate retransmission of SCTP vs TCP

From Figure 4 it can be clearly seen the TCP connection suffered severe losses during

collided or congested period but SCTP can use the alternate path to retransmit data and

recover quickly from the network accident.

2.1.3 Multi-access Scenario I11: Load

Sharing

In this scenario, data traffic is distributed on different flows through different available

access networks simultaneously. The performance of load sharing was investigated with

NS simulations to compare SCTP with IP-layer solutions..



There are four access paths between S and D and 10x100,000 bytes of data are
transmitted from S to D. R1 and R2 are intermediary routers. The simulation topology is

shown in Figure 5.

Path 1 (1.5Mbps, 10 ms delay)

1.5Mbps
10ms delay

Path4 (1.5 Mbps. 10 ms delay)

Figure 5 Simulation networks topology

Table 1 Simulation Results

Load-Sharing Background | Link Packet | Transmission
Scheme Traffic Loss Rate Time Span (s)
SCTP No 1% 6.926203
IP-layer solution No 1% 6.835765
SCTP Yes 1% 8.668651
| IP-layer solution Yes: | 1% | 15353833

In Table 1, it can be seen that if the access paths ideally have no background traffic, the
performance of SCTP is similar to IP-layer solutions. However, if the background traffic is
introduced on paths, SCTP load-sharing mechanisms can achieve shorter turnaround time

than IP-layer solutions.



In a word, the advantage to using SCTP as the transport layer approach is that it can
avoid the network from breaking down, and it can bring more throughputs, as shown in

the three key multi-access scenarios.

2.2 Opportunities and Challenges of
Wireless Sensor Networks in Smart

Grid
In recent years, an increasing energy demand has caused an even heavier burden on
already overstressed electricity infrastructures. Furthermore, a globally increasing
adaptation of renewable and alternative energy resources also introduced new issues. To
address these challenges, a new generation of electricity power system, a smart grid, has
emerged.

Traditional electricity power systems are typically monitored and diagnosed through
wired communications. However, a cost of regular maintaining and installing
communication cables are very expensive. In this respect, the collaborative and low-cost
nature of wireless sensor networks (WSNs) can bring significant advantages over the
traditional communication technologies used in the electricity energy systems. In [9] it
was proposed that wireless automatic meter reading (WAMR) could be one of WSNs
applications in a smart grid. WSNs can provide a low-cost solution that enables WAMR
systems for electric utilities such as home appliances. This system provides a lot of
services, such as automatic reading electricity consumption data from electric utilities and

users can timely get a price of electricity via electricity management systems.



Field tests have been performed on IEEE802.15.4—compliant wireless sensor nodes
(2.4-GHz frequency band) in real-world power delivery and distribution systems. In [9],
the empirical measurements and experimental results provide valuable insights about
IEEE802.15.4—compliant sensor network platforms and some guidelines for WSN-based
smart grid applications.

In next chapter, we shall take a close look at the communication protocols and their

properties that will be utilized to support a smart meter network.
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Chapter 3. Communication

Protocols for Smart Meter Networks

Smart meter network designers can profile a rich suite of communication protocols[10]
to support smart meter networks. In this thesis, we proposed the protocols as shown in
Figure 6 for smart meter networks to provide stable communication services between

smart meter networks and servers on remote networks.

Application layer

Transport layer
(SCTP)

Network layer

(IPv6)

Physical layer/ Data link layer
(IEEE 802.15.4)

Figure 6 TCP/IP protocol suite

IEEE802.15.4[11] is a wireless communication standard protocol which was
developed for wireless personal area networks (WPAN). It specifies the physical layer and
data link layer in the OSI seven-layer model and focuses on low data rate, low power
consumption and short distance transmission functions. The devices in smart meter

networks can adopt IEEE802.15.4 as the wireless communication protocol.

11



Internet protocol version 6 (IPv6) supports 2'?® IP addresses, so the numbers of
addresses are more than sufficient. Even if there are a large number of devices deployed in
a smart meter network, each device can be assigned with a globally unique IP address. This
makes it easy for remote management. [Pv6 supports stateless auto-configuration mode; a
device can use EUI-64 method to derive its own IPv6 address from the MAC address of its

network interface card.

Transport layer protocols are designed to provide convenient services for delivering
data for the upper layer applications. In this thesis, we studied three types of transport layer
protocols: user datagram protocol (UDP), transmission control protocol (TCP), stream
control transmission protocol (SCTP). UDP provides unreliable service; TCP and SCTP
both provide reliable services. The data from upper layer applications can choose a suitable

transport layer protocol to transmit data according to the requirement of applications.

Smart meter network is a two-way service-based network which is responsible for
sending electricity consumption data from home appliances while electricity providers can
also send control messages to control smart meter networks through remote networks. A
variety of data types such as control messages, electrical usage messages, and so forth can

be transmitted between the controller server and home appliances.

Because control messages are often of critical importance, these messages need
reliable transmission service, which implies that UDP is not suitable for smart meter
networks. Although TCP offers a reliable service, it is still not suitable for smart meter
networks due to several deficiencies of TCP such as byte-order delivery increases the risk
of head of line (HOL) blocking[12]. Furthermore, it does not support multi-homing

which is crucial in high-availability environments.

12



SCTP is a new reliable and message-oriented transport layer protocol; it not only
combines the advantages of UDP and TCP but also has new powerful features unavailable
in either UDP or TCP. SCTP adopts a four-way handshake sequence and a cookie
mechanism to eliminate the risk of denial of service (DoS) attacks by SYN segments. Two

prominent SCTP features are multi-homing and multi-streaming.

®  Multi-homing[13][14]

The multi-homing feature provides a redundant mechanism between two end points,
by setting up an association with multiple IP addresses or multiple network interfaces. In
a smart meter network, a smart meter can control the whole local network and act as the
bridge to the Internet. To take advantage of the fault-tolerant mechanism provided by
multi-homing, a smart meter and a server can both have two network interfaces (as
illustrated in Figure 7) bound to an SCTP association. Among the two network interfaces,
one interface supports the primary network connection path and other one supports the
backup path. When the primary path breaks down, SCTP will automatically switch to the
backup path to continue data transmission without interruption. The failover is done by
SCTP, and it is transparent to upper layer applications. This feature is very important in a

high availability environment.

13
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Figure 7 A smart meter network with SCTP multi-homing mechanism

®  Multi-streaming[15][16]

The data from upper layer applications can be transmitted by multiple streams which
are independent, as shown in Figure 8. For any stream-oriented protocols like TCP and
SCTP, if a segment is lost from a specific stream, segments following the lost one will be
stored in the receiver buffer until the lost one is successfully retransmitted from the
sender. This situation is called Head of Line (HOL) blocking. For TCP, this implies all
data transmissions must be suspended between these two end points. On the contrary,
for SCTP, only one stream is blocked. Data from other streams can still be passed
to/from upper layer applications. The SCTP multi-streaming feature can limit the HOL
blocking effect within the scope of independent streams rather than the entire association,

so that the overall performance of SCTP will not be significantly degraded.

14
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Chapter 4. Empirical Comparison

between Transport Protocols

In this thesis, evaluating the performance of TCP and SCTP on smart meter
networks has been investigated in multi-homing and multi-streaming test scenarios with
simulations in NS2, and also through a real implementation on Linux-kernel testing
platforms[17].

In the implementation, we deployed two Linux-kernel platforms - a smart meter and
a server. They are both equipped with two network interface cards, namely, an Ethernet
card and a 6LoWPAN[18][19] card. The Ethernet network is a primary network
connection path. When it breaks down, the connection will automatically switch to the
backup 6LoWPAN network path.

6LOWPAN is designed for wireless sensor network communications which is
compatible with Internet protocol version 6(IPv6). The aim of using 6LOWPAN as the
backup network is that we can build a mesh 6LoWPAN wireless network between a
smart meter and a server. Even the Ethernet network fails (in case the router/switch
infrastructure is destroyed), it can keep transmitting data. Another advantage of using
6LOWPAN is that it does not need other overhead to perform protocol translation when
the primary path resumes data transmission.

The underlying layer-2 protocol of 6LOWPAN is IEEE802.15.4. The maximum
transmission unit (MTU) size of IPv6 packets is 1280 octets. However, the maximum size
of an IEEE 802.15.4 physical layer packet is 127 octets. This implies that an IPv6 packet

needs to be fragmented when its size is larger than 127 octets.

16



In other words, it makes an impact on the communication performance because it
takes more overhead when the packet size is larger than 127 octets. In the following
subsections, we inspect of performance of smart meter networks with two different sizes
of packets; one is shorter than 127 octets (no fragmentation is required) and the other one
is larger than 127 octets (the packet must be fragmented over the 6LoWPAN interface).

Section 4.1 and Section 4.2 study the communication performance of SCTP with
multi-streaming and multi-homing support. More detail information and experimental

results about SCTP over Ethernet/6LoWPAN are demonstrated in Section 4.3.

4.1 Simulation Results for

Multi-streaming

The network simulator tool NS2[20][21] provides substantial support for simulation
of transport protocols and routing protocols over wireless or wired networks. In this
section, simulation of TCP and SCTP over smart meter networks is performed by the NS2

tool.

® Network Topology

A smart meter network topology is shown in Figure 9. S denotes a smart meter
which serves as the gateway in the local network. R1 and R2 denote intermediary routers.
D denotes the management server on the remote network. The simulation generates FTP

data to be transmitted over the smart meter network.

17



100Mb 10Gb 100Mb
Sms 10ms Sms
Figure 9 Network topology of the multi-streaming test scenario

® SCTP

It provides five independent streams to transmit data from the upper layer
application in sequence. The size of packet is 1032 bytes when SCTP as is the underlying
layer transport protocol. The 1032 bytes are composed of data chunk (1000bytes) and
header (32bytes).
® TCP

It provides a single stream to transmit data from the upper layer application. The size
of packet is configured to 1040 bytes when TCP is the underlying transport protocol. The
1040 bytes are composed of data (1000bytes) and header (40 bytes).

The simulation result shows that the throughput of SCTP is better than TCP when
packet loss rate is less than 10% as shown in Figure 10. When the packet loss rate is
greater than 10%, the performance of SCTP will decrease because almost every stream is

blocked (see the HOL blocking in Chapter 3).

18
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Figure 10 The throughput of SCTP and TCP (multi-streaming)

4.2 Simulation Results for Multi-noming

® Network Topology

As shown in Figure 11, S (smart meter) and D (server) are both equipped with two
network interfaces. The primary path between S and D is s:ifO to d:if0.The backup path
between S and D is s:if0 to d:ifl. The simulation result is shown in Figure 12.

The total testing time is 600 seconds, S will send data from the upper ftp application to
D by the primary path(s:if0-d:if0). The network interface d:if0 will be disabled at the
150th second, and enabled at the 300th second, and disabled again at the 450th second.
SCTP will automatically switch to the d:ifl network interface continuing transmission

data by the backup path (s:if0-d:if1).
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Figure 11 Network topology of the multi-homing test scenario
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Figure 12 The throughput of SCTP and TCP (multi-homing)

There are four lines in Figure 12. The green line (A) represents the performance of
SCTP without path breaking down. The red line (B) represents the performance of SCTP
with path breaking down. A is very closely to B which means the performance of SCTP

will be slightly affected when the network path breaks down.
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The orange line (C) represents the performance of TCP without path breaking down.
The purple line (D) represents the performance of TCP with path breaking down. For
TCP without multi-homing mechanism, the performance degrades significantly when the
network path breaks down. In Figure 13, the broken part in this figure means that the

occurrence of a network path breaks down.

tcp without redundancy {(packet loss rate: 5% }

B0
788
+
— ’,—-' _—.—l_
-~
w 500
£
-
=
) +
E_ 400 -
+
3 +
-]
I'-E _P
S 308 [
+
200 -
188
g Lt L ) ) ) )
] 100 200 300 400 500 600

sinulation tines (=)

Figure 13 TCP without multi-homing mechanism support

4.3 Multi-homing on a Linux Host with

Ethernet and 6LoWPAN

To verify the advantages of SCTP as shown in the above simulations, we build two
Linux-kernel experimental platforms which are connected together through Ethernet and
6LOWPAN network interface cards. Ethernet network is the primary network connection

and 6LoWPAN wireless network is the backup network connection.
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® System Architecture

Figure 14 shows the system architecture in our Linux-kernel experiments. The total
testing time is 500 seconds; the smart meter will continuously send data to the server by
the primary path (Ethernet network) at the beginning. The Ethernet network interface of
the smart meter will be disabled at the 100th second and enabled again at the 200th
second. The data will be transmitted by the 6LoWPAN wireless network when the

Ethernet network interface of the smart meter is disabled.

Smart meter (PC) Server (PC)
Message (eth0) (eth) Message
Generator Ethernet Receiver
SCTP/TCP SCTP/TCP
(ush0) (usb0)
IPv6 6LoWPAN IPv6
Smart meter: Smart meter:
Event: Start eth0 down eth0 up End
| ] | | >
! I | | g
Time: ¢ 100 200 500
(second)

Figure 14 System architecture of the multi-homing experiments

As shown in Figure 14, there are some modules implemented on these Linux hosts:

B Message generator module

It is responsible for generating data which serve as messages transmitted in smart
meter networks.

B Message receiver module

It is responsible for receiving data from the smart meter.
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B SCTP (multi-homing mechanism) /TCP module

TCP is supported by Linux in its standard library. In this work, we adopt the SCTP

library provided by the Linux Kernel Stream Control Transmission Protocol (Iksctp)

project[22]. These libraries are used to develop C programs to implement the SCTP and

TCP module.

B |Pv6 module

The smart meter and the server both have two IPv6 addresses; one is for the Ethernet

network interface and the other one is for the 6LoWPAN network interface.

The parameters of the SCTP protocol parameters can also be adjusted. The following

are some default parameters used in this test scenario.

RTO.Min=1 second

RTO-Retransmission Time-out: This value determines when to retransmit
unacknowledged data.

RTO.Max=60 seconds

HB.interval=30 seconds

The heartbeat (HB) will be periodically transmitted to each peer address in order to
determine the reachability status of the peer’s addresses.

Path.Max.Retrans=>5 attempts

The maximum number of HB messages, it will be retransmitted to a particular
destination address before making it inactive.

An SCTP packet includes SCTP header, SCTP control chunks and application data

encapsulated within SCTP DATA chunks. SCTP uses transmission sequence number

(TSN) to represent the sequence number in the entire data stream.
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4.3.1.1 Test Scenario |

The size of application data is 41 bytes. The total size of frame is 125 bytes as
shown in Figure 15. It does not require additional overhead to perform fragmentation

when switching to the backup 6LoOWPAN network connection path.

Frame IPv6 SCTP Data
header header header

16 bytes | 40 bytes | 28 bytes |41 bytes

Figure 15 The structure of packet format

® With the default of SCTP parameters (as specified in P.21):

The failover time of SCP takes approximately 60 seconds as shown in Figure 16.
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Figure 16 The TSN graph (default SCTP setting)

® However, if we adjust SCTP parameters as follows:

B RTO.Min=200 milliseconds
B RTO.Max=1 second

B HB.interval=10 seconds
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B Path.Max.Retrans=2 attempts
The test result is significantly improved, as shown in Figure 17. The failover time of

SCTP can be shortened by setting the relevant SCTP parameters.

TSN

267 317 Sec

Figure 17 The TSN graph (adjustment SCTP setting)

4.3.1.2 Test Scenario Il

The size of the application data is 1203 bytes. The total size of frame is 1287 bytes
as shown in Figure 18; it needs fragmentation which will increase more overhead to

perform packet fragmentation.

Frame IPv6 SCTP Data

header header header
1203
16 bytes 40 bytes | 28 bytes | pytes

Figure 18 The structure of packet format

® With the default of SCTP parameters:
The test result is shown in Figure 19. The failover time of SCP takes approximately

120 seconds.
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Figure 19 The TSN graph (default SCTP setting)
® \With the adjusted SCTP parameters :

(These parameters are same as in Section 4.3.1.1)
B RTO.Min=200 milliseconds
B RTO.Max=1 second
B HB.interval=10 seconds
B Path.Max.Retrans=2 attempts
Compared to Figure 19, the test result is significantly improved, as shown in Figure

20. The failover time of SCTP can be shortened by setting the relevant SCTP parameters.
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Figure 20 The TSN graph (adjustment SCTP setting)
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Chapter 5. Conclusion and Future

Work

In this thesis, we proposed SCTP as a transport protocol for smart meter networks. SCTP
has two powerful features, namely multi-homing and multi-streaming, which can improve
the reliability and efficiency of SCTP. With multi-homing mechanism, SCTP can continue
transmitting data when a network interface breaks down but TCP will be forced to
disconnect whenever network interfaces break down. Simulations showed that SCTP with
multi-streaming mechanism can achieve higher throughput than TCP when packet loss rate
IS less than 10%. In an implementation with Linux, a smart meter and a server are both
equipped with an Ethernet and a 6LoWPAN network interface. Furthermore, experiments
showed that failover time of SCTP can be shortened by adjusting related parameters of
SCTP. It can switch to the backup path (6LoWPAN) more smoothly when the primary path
(Ethernet) breaks down. According to both simulations and real implementations, SCTP
can provide more reliable and stable transmission services for smart meter networks.

In the future, we will further do more experiments to observe the relationship between
different sizes of packets and the failover time of SCTP. Moreover, we also want to
evaluate the performance of SCTP with multi-streaming support on a Linux host.
Meanwhile, the security issue of smart meter networks has attracted a lot of attention in
recent years. Enhanced security mechanisms to protect smart meter networks from

malicious attacks and unauthorized access deserve further study.
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