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English Abstract

Since the \oice over Internet Protocol (VoIP) apgiion was introduced, voice
quality has always been a big issue. As more anek ipeople use VoIP applications, the
guality issue now becomes critical. Traditionatlye measurement of voice quality has to
perform the test on both client-sides. Howeves ireal network, it is not always possible
for VoIP service providers to control the IP phalwectly and measure the voice quality on
client-sides. Because there are many VoIP prodmetde from different manufacturers,
right now, it is almost impossible to find a measuent system which is applicable to all
VoIP products.

Meanwhile, in recent years, because of the exlmusif IP addresses, Network
Address Translator (NAT) was introduced to mitigdkee shortage of IP addresses.
Nevertheless, NAT causes serious problems for npe@y-to-peer Internet applications,
such as WoIP. Thus, VoIP applications need solstion NAT traversal. For the past years,
there are lots of NAT traversal mechanisms sugdestéch as static assignment, Virtual
Private Network (VPN), and relay-based proxy sesvBTP Proxy Server is a relay-based
proxy server, which is the most popular one amdregsd NAT traversal mechanisms.
Nowadays, in most VoIP systems there exists a RoRyServer to relay RTP packets and

solve the problem of NAT traversal.



In this thesis, we design a monitoring system, rhREP-M which works with RTP
Proxy Server to measure the VolP quality. Becalsg $ystem is independent with
client-sides, it can be applied to any WoIP endicks: Moreover, RTP-M depicts the
measured voice quality in graphical forms which m@e intuitive for human beings. We
hope that our RTP-M can provide VoIP administrateith the troubleshooting information
when users have any complaint about voice quality.

Our implementation shows that, the voice qualitasueed by RTP-M, has only some
negligible error compared to voice quality measurgdhe formal way on the client-sides.
Considering the convenience and low lost, the peeid fairly satisfactory.

Keywords: Voice over Internet Protocol (Vol P), Voice Quality Monitoring, RTP Proxy

Server
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1. Motivation

As Internet technology evolves, bandwidth becomamger and servers become
powerful; many services which are unimaginablehie past become very popular now.
Voice over Internet Protocol (VoIP) is one of seed which were impossible 15 years ago
but nowadays is widely implemented on Internet.fdd@nt from the traditional public
switched telephone network (PSTN), which adopted tircuit switching for voice
transmission, VoIP is an application implementedranket-switched networks. The voice
quality of PSTN is assured because it establishelsaanel between two clients during
communication, while others cannot share this cekn®@n the contrary, as its name
implies, VOIP applications transmit voice over hmet which is a packet-switched network.
In VoIP applications, voice were digitized and detl into small packets delivered over a
shared channel; thus, the quality of VoIP applarais not assured as in PSTN. Since the
population of VOIP users grows rapidly as showrFigure 1, the quality issue of VolP

application becomes more critical.
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Figure 1: Population Growth of Vol P Users



Hence, we want to propose a monitoring system tasore the voice quality over
Internet, and hope that this system can providePValdministrators with useful
troubleshooting information when users have comgdawith voice quality. We named our
system as RTP-M. In the following, we will study faw common measurement
mechanisms of voice quality in Chapter 2, and mal@®mprehensive survey of current
\VoIP architecture in Chapter 3. The illustration RTP-M is given in Chapter 4, with
experimental results shown in Chapter 5. We therlode this thesis and describe some

possible future work in Chapter 6.



2. Voice Quality M easurements

Many methods of voice quality measurement are dgesl for years. These methods
can be roughly separated into subjectivity and ahijity. For subjective measurements,
the voice quality is based on human perception,thedjuality is scored by human beings.
On the contrary, the objective measurements contpateoice quality by equipments with
specific algorithms or mechanisms, and the objectheasurement can be intrusive or
non-intrusive. In this chapter we will introduceufomethods of measurements including
subjective measurement, and objective measurementains intrusive method and

non-intrusive method.

2.1 Mean Opinion Score (MOYS)

In voice communications, the mean opinion score 8YIOvhich is specified in
International Telecommunication Union Tele-commatimns Standardization Sector
(ITU-T) Rec. P.800 [1] provides a numerical indioatof voice quality. MOS is ranged
from 1 to 5 and the higher score means the betiglity The mapping between score and
voice quality is shown in Table 1.

Table 1: Mean Opinion Score (MOS)

Quality of Voice Mean Opinion Score

Excellent 5
Good 4
Fair 3
Poor 2
Bad 1

MOS test requires a certain number of people to heaice, and each one of them
gives a rating within 1 to 5 for the voice whatythere listening to. Then an arithmetic

mean is calculated, and the mean is the value cSEMIere are many restrictions while



conducting MOS test, like the volume of the testmo the environmental noise, and so on.
Because MOS is a subjective measurement, it is llystisne-consuming and

expensive as hiring people to make estimationsjdess it cannot really reflect the

impairment caused by transmitting voice over Ingégrisuch as delay, jitter, packet loss,

etc.

2.2 Signal to Noise Ratio (SNR)

SNR is an intrusive method of quality measurem@&hts method typically use two
signals to estimate distortion and further obtam ¥oice quality. One of two signals is the
original signal, and the other is the distortednalgwhich is generated by a distortion
system or by delivering over Internet.

The value of SNR represents how much a signal es borrupted by noise, and it is
usually expressed by logarithmic decibel scale.

The formula of calculating SNR is originally defahto be:

S\]R: Psignal
I:)noise
Where, Py, is the signal strength, an&,,, is the noise level. Mostly SNR

defined in decibel scale is written as:

noise,dB

NR, =1010g,,(55%) =P, . ~P
R 0910(P ) = Pigra a8

noise

The advantage of SNR is easy to implement, anddisedvantage is that it is not
suitable for real-time transmission. As the formula see above, SNR is calculated by
comparing two signals; however, in a real-time camivation, like VoIP, it is not always

possible to separately acquire the original sigimal the signal transmitted over Internet.



2.3 Per ceptual Evaluation of Speech Quality (PESQ)

As shown in Figure 2, PESQ, which is defined in iTURec. P.862 [2], is also an

intrusive method as SNR.

original
mput )
Perceptual Internal representation
model of original
Time Difference in internal i quality
; . : Cognitive
alignment representation determines —»
> s 3 = model
the audible difference
T1212870-00
delay estimates d; T
> Internal representation
Perceptual Tep
model of degraded
degraded
output

Figure 2: PESQ Modd [2]
PESQ obtains a quality score by comparing an algimput with a degraded output.
The degraded output is generated by adding impatrrfeetors to the original signal.
These impairment factors can be loudness lossy,dsidetone, or echo, etc. Because
PESQ gives accurate predictions of subjective tyuali various conditions, it is widely

used by phone manufacturers, network equipmentorsrahd telecom operators.

2.4 E-M odd

E-Model defined in ITU-T Rec. G.107 [3] is the mpsipular non-intrusive method of
objective measurement. It considers the voice impants caused by transmitting over

Internet. The Figure 3 shows the reference of E-&llod
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Figure 3: Reference of E-Modd [3]
E-Model is computable, and the output is a scalatity rating valueR, which ranges
from100 to O; the 100 represents the quality isbiest, and the O means the worst quality.
According to [4], in VoIP networks, the formula fealculatingR is:
R=942-1e=1d oot (1)
Here, le is associated with codec types and packet logs eatdld is associated with

one-way delay. The formulae fbg andld are the following equations respectively:
le=A +A,INA+A8) oo (2)
Id =0.024*d + 011* (d -1773) *H(d -1773) ...... (3)

In (2), A, A, and A, are the impairment factors of different codec syps shown in

Table 2, ana represents the packet loss rate.

In (3),d means the one-way delay (in milliseconds), ad¢x is jhe step function:

H(x)=0,if x<O0



H(x)=1,if x=0
From the above formulae, we know that we can catet, as long as the codec types, the
value of packet loss rate and the value of one-gedgy are known.

Table 2: Impairment Factors of G.711 and G.729

G711 30.00

G.729 10 47.82 18

Among the above four methods for assessing voieditgua non-intrusive method is
certainly the better choice, because we want tabésh a monitoring system to measure
the quality of voice in real-time. Therefore, weoptl E-Model as the measurement

approach of our monitoring system.



3. Vol P Network Architecture

31 Session | nitiation Protocol (SIP)

Session Initiation Protocol (SIP) is an applicatiayer signaling protocol, which
handles the creating, modifying, and terminatingnefitimedia sessions. It was proposed
by Internet Engineering Task Force (IETF), and ridi in RFC 3261 [5]. SIP has the

similar addressing form to an e-mail address, figtancesip:alice@example.conwhich

is called SIP Uniform Resource Identifier (SIP UR§nd its messaging syntax is
text-based.

SIP follows the client/server model and defines thasic network entities: user
agents (UAs) and SIP servers. The UA consists udea agent client (UAC) and a user
agent server (UAS), and the difference between tlsethat the UAC creates and sends
requests while the UAS is responsible for answergmuests. On the other hand, SIP
servers have logically three different types: Pr&arver, Redirect Server and Registrar,
but actually the three types of SIP servers carcdiwcated on the same host. In the
following, we assume that SIP Proxy Server and ®egi are installed in the same host,

and we use Figure 4 to illustrate the flow of Si€ssages in making a SIP call.



— 1. REGISTER———

-2 200 OK

SIP Proxy Server/Registrar

«——1. REGISTER———

2. 200 OK——»

3. INVITE———

—4. 100 Trying
5. INVITE———»

l«——6. 100 Trying———

«———7. 180 Ringing

-+—8 180 Ringing
le———0 200 OK
10, 200 OK

11 ACK—————

lf— — — — —RTP Streams

la«— 13 BYE
———14. BYE

15, 200 OK——»
16. 200 OK———»

Figure 4: Example of SIP Message Flow
AVOIP conversation generally goes through theofwlhg steps:
First, both Alice and Bob have to send the RESIGT&driests to the Registrar.
When the Registrar receives the REGISTER requiestssponds 200 OK messages
to Alice and Bob. Now, Alice and Bob register a ®IP Proxy Server.
Then, if Alice wants to invite Bob for communicatioAlice sends an INVITE
message to the SIP Proxy Server.
The SIP Proxy Server replies a 100 Trying messagglite indicating that it has
received an INVITE message and it is processirgitiviitation.

Meanwhile, the SIP Proxy Server forwards the INVIMiEssage to Bob.



10.

11.

12.

13.

14.

15.

16.

When receiving an INVITE message, Bob sends a 19iJ to SIP Proxy Server to
inform the SIP Proxy Server that this INVITE messagbeing handled.

Then Bob’s phone rings, and it sends a 180 Ringiegsage to the SIP Proxy Server.
When the SIP Proxy Serve receives the 180 Ringiagsage from Bob, it forwards
this message to Alice.

When Bob answers the call, it sends 200 OK mesgagbe SIP Proxy Server to
inform that this invitation is accepted.

As the SIP Proxy Server receives the 200 OK mesfage Bob, it forwards this
message to Alice.

After Alice receives the 200 OK message, she knthas this invitation has been
accepted by Bob; then an ACK message is sent tBIfA@roxy Server.

The SIP Proxy Serve receives and forwards the A@Ksage to Bob; at this moment,
the call between Alice and Bob is established,thedRTP streams between Alice and
Bob start.

When either party wants to terminate this call, Bal, it sends a BYE message to the
SIP Proxy Server.

The SIP Proxy then forwards the BYE message taeAlic

After Alice receives the BYE message from the Si&xl Server, it replies a 200 OK
message to the SIP Proxy Server.

The SIP Proxy Server forwards the 200 OK messag&adio; now, this call is

terminated.

10



3.2 Real-time Transport Protocol (RTP)

Real-time Transport Protocol (RTP) [6] is proposted deal with the real-time
multimedia data, like audio. The RTP header hasrenmam size of 12 bytes, and the size
can be extended by attaching optional header art@nsAs shown in Figure 5 below, the
RTP header contains fields such as version (V)Jopaytype (PT), sequence number,

timestamp, and so on.

0 1 z 3
0D1zz345 678 %012345678%01%2345678501
e T I A

| V=2 |P|Z| (el | | ET | segquence number
e s e e B Sl o
| timestamp

s e e e e e e s T e e S o

+=4=4=4=d4=4=4=4=4=F4=4=d4=F=4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4 =4=4=
[ contributing source (C8RO) identifiers

|
+
|
+
| synchronization source (28RC) identifier |
+
|
|
=ttt =ttt —F—F—F—F—F—F—F—F—F—f—F— = —F—F—F—f === —+—+

Figure5: RTP Header Format [6]
The timestamp represents the sampling time ofiteedctet in the RTP data packet. The
sequence number is randomly assigned when theérfliBtpacket is sent, and after that, the
sequence number increments by one for each RTRepaekt. As mentioned before, we
adopt E-Model as the measurement model of RTP-M,tha field of sequence number
can be used to measure the packet loss rate. Arfoddtewe used is the payload type (PT),
this field has 7 bits, which identifies the codgpd of RTP payload, and it uses a number
(0 - 127) to indicate different codec types. A gktlefault mappings is specified in RFC

3551 [7]. We list several common codec types inda&b

11



Table 3: Mapping of RTP Payload Type and Codec

Payload lype Codec
0 PCMU
3 GSM
8 PCMA
18 G.729

3.3 Session Description Protocol (SDP)

Session Description Protocol (SDP) is specifieBHFC 4566 [8], it provides a format
to describe the information of multimedia sessioNg can see the structure of SDP in

Figure 6 below.

Session Description

Session Level Information

v ={protocol version}

o = {originator and session 1D}
5 = (sesson name)

t={time the session is active)
¢ = {commectoninformation)

Media Description 1

m = {media name and transportaddress)
a = (media attribute)

Media Description 2
m = {media name and transportaddress)
a = (media attribute)

Figure 6: Structure of SDP
In Figure 6, there are two important fields in & Skll. One is the c field which
provides connection data including network typealrads type, and connection address, for
instance, ¢ = IN IP4 163.22.21.194. The other i&ehd which contains the media type, the

transport number, the transport protocol, and tledienformat description, for example, m

12



= audio 22222 RTP/AVP 0. According to the above figldls, when two SIP UAs want to
communicate with each other, they know what IP esksland port number to send the RTP
streams, and also know the codec type of this RfEarm. To see how SDP and SIP work
together to establish a multimedia session, reacheng refer to RFC 3264 entitled “An

Offer/Answer Model with SDP” [9].

34 RTP Proxy Server

Because of the foreseeable depletion of IP addseb#work Address Translator [10]
(NAT) is introduced to Internet. The advantage @&TNs making more than one device
surf Internet with one public IP address; nevedbgl NAT takes away the end-to-end
property of IP addresses, and fails some Interestices, like VolP applications. Hence,
the VoIP applications need a solution of NAT traatr RTP Proxy Servers [11] are
proposed to solve the problem of NAT traversalRai® Proxy Server is a software proxy
server relaying RTP streams, and it can work tagetiith a SIP Proxy Server which we
mentioned in Section 3.1. The collaboration betwe&iP Proxy Server and an RTP Proxy

Server is as shown in Figure 7.

UA1 [T - UA2

Figure 7: Collaboration of a SIP Proxy Server and an RTP Proxy Server

13



(In Figure 7, SIP Proxy Server and RTP Proxy Secaer be installed on the same host or
in different hosts, so we surrounded them with #edbrectangle.) At first, when either
UAL1 or UA2 wants to communicate with each otheeytfollowed the steps in Section 3.1
to make a SIP call. When the session is establighedRTP Proxy Server starts to relay
RTP streams between UA1 and UA2.

Because the problem of NAT traversal usually exiats RTP Proxy Server almost
becomes the essential component of a VoIP systathRAP streams will always flow
through the RTP Proxy Server. Because packet ktssand codec types can be derived
from RTP packets, which is mentioned in Section, 32 build our voice quality
monitoring system on an RTP Proxy Server. In thag,wwe can obtain the two parameters
required to calculate thie value in E-model, and the remaining parametehésane-way
delay. In the next chapter, we will briefly illuate the design of RTP-M and give
assumptions in calculating the one-way delay; teeperiments are conducted to verify

these assumptions.

14



4. RTP-M

As described in the previous chapter, we want tibdbau voice quality monitoring
system on an RTP Proxy Server. However, from Gra@ we know that the
measurement of voice quality should be arrangediént-side to obtain the end-to-end
delay. Since there are lots of IP telephones, wltah be hardphones or softphones,
produced by different manufacturers, such as X;Lit@ephone, D-Link, ZyXEL, and
Cisco. It is very difficult to require all of thedP telephones to support the software that
measure the voice quality. Therefore, we turnetthittk about measuring the voice quality
on other Internet node, i.e., we built RTP-M onRirP Proxy Server as described in the
previous chapter. Nevertheless, according to thrend@ to calculate thdR value in
E-Model, we also need to gain the value of the wag-delay. Now the problem is,
RTP-M is located in the middle of two UAs, so weat get the actual value of one-way
delay from one UA to the other UA. In the followisgbsection we will show our system
architecture, and propose several possible assonspdif one-way delay; then demonstrate
how we can use other measurement to approximatertievay delay according to these

assumptions.

15



4.1 System Architecture

|d module

(One-waydelay)

R module

le module MRTG

(Packet-loss rate,

Codec type) mOdUIe

Figure8: RTP-M Modules
As shown in Figure 8, our RTP-M has four moduldsey areld module,le module,
R module, and MRTG [12] module. The first three mleduas described in Section 2.4,
will calculate theR value of E-Model and the MRTG module will graple tihend ofR. The

following flowchart illustrates the detail processRTP-M.
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SIP session established

Id module

——=Obtain one way delay
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Ie module

Is SIP session
terminated?
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Parse the recorded
RTP packets

R module
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| MRTG muduii:_:

Graph R

¥

End

Figure9: Flowchart of RTP-M

As shown in Figure 9:

1. When a SIP call is established, RTP-M tries totigetone-way delay. (In next section,

we will discuss several solutions for obtaining viadue of one-way delay.)

2. If one of two UAs wants to terminate this call, REP-M starts to parse the recorded
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RTP packets relayed by the RTP Proxy Server, aints dhe codec type and packet
loss rate from the fields of payload type and sagaeaumber in RTP headers.

3. After calculating thde andld according to Formula (2) and Formula (3) in Settio
2.4,R can also be estimated by Formula (1) in Sectidn 2.

4. As the MRTG module receives the valuesRpfit graphs the trend d® as an image

file to be shown in a webpage.

4.2 Assumptions of One-Way Delay

In this section, we will discuss three possible sv&y obtain the value of one-way
delay:

1. Ping Command:
Ping command is usually used to probe whether atetevice is alive or down.
When a local machine executes this command, Irt€rartrol Message Protocol
(ICMP) echo request packets will be sent to theotendevice. As the remote
device received an ICMP echo request, it will netan ICMP echo reply and the
local machine will show the ping statistics contagnthe value of round-trip time
(RTT), as shown in Figure 10. We can divide theugabf RTT by 2 as the

assumed one-way delay.
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& Terminal IEE]
ER(E) HE8E) Re(Y) mmpEI) KEnH)

506 linear@- $ping -c 4 163.22.21.82 [~]
PING 163.22.21.82 (163.22.21.82) 56(84) bytes of data.

64 bytes from 163.22.21.82: icmp seg=1 ttl=64 time=8.332 ms

64 bytes from 163.22.21.82: icmp seq=2 ttl=64 time=0.429 ms

64 bytes from 163.22.21.82: icmp seg=3 ttl=64 time=0.375 ms

64 bytes from 163.22.21.82: icmp seq=4 ttl=64 time=0.376 ms

--- 163.22.21.82 ping statistics ---

4 packets transmitted, 4 received, 0% packet loss, time 2998ms
rtt min/avg/max/mdev = 0.332/8.378/08.429/0.0834 ms

506 linear@- sfj

No. . Time Source Destination Protocol | Info
2 B.000411 163.22.21.82 163.22.21.194 ICMP Echo (ping) reply
3 B.998998 163.22.21.15%4 163.22.21.82 ICMP Echo (ping) request
4 0.999347 163.22.21.82 163.22.21.194 ICMP Echo (ping) reply
5 1.998000 163.22.21.194 163.22.21.82 ICMP Echo (ping) request
6 1.998489 163.22.21.82 163.22.21.194 ICMP Echo (ping) reply
7 2.997598 163.22.21.1%4 163.22.21.82 ICMP Echo (ping) request
8 2.997941 163.22.21.382 163.22.21.194 ICMP Echo (ping) reply

Figure 10: Ping Command

UDP ping command:

There is one problem in the previous approach: whememote device is located
behind a NAT, the ICMP echo request can only aravéhe NAT instead of the
remote device under consideration; hence, we mayhesUDP ping command to
solve this problem. The operation of this commantbisend a UDP packet to the
remote device. Even if the remote device is locaiund a NAT, the UDP packet
can also be relayed to the remote device by NATanfICMP unreachable is
returned from the remote device, we can also obifaén RTT. However, our
experiments show that, lots of devices will noturetthe ICMP unreachable
message, but quietly discard this UDP packet wkeniving such a UDP packet.

(See Figure 11)
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502 root@thesis program $nmap -PU32940 61.221.81.25/32 A

Starting Nmap 5.21 ( http://nmap.org ) at 2016-89-83 15:59 CST

Note: Host seems down. If it is really up, but blocking our ping probes, try -PN
Nmap done: 1 IP address (@ hosts up) scanned in 2.12 seconds

502 root@thesis program S$fj ‘

No. | Time . Source

Source port: 41465 (41465)
pestination port: 50854 (508947
Length: 8

#H Checksum: 0x1ds2 [validation disabled]

Figure 11: UDP Ping Command

SIP OPTIONS:
SIP OPTIONS is a SIP method, which is used to qtieeyability of UAs. This
approach solves the problem which the previous approaches suffer: (See
Figure 12)
a. If a UAis behind the NAT, the SIP OPTIONS requstdt can reach the UA.
b. According to [5] when a UA receives an OPTIONS esjuthe UA must

return a response.
After we obtain the round-trip time for the SIP QNS request/response, we

divide it by 2 as the assumed one-way delay.
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Terminal

fER(F) 4#E(E) #4R(V) SumRi(T) KEHH)
503 root@desktop $sipsak -wv -s sip:3@163.22.21.194

message received:

SIP/2.0 200 0K

Via: SIP/2.0/UDP 127.8.1.1:538086;received=163.22.21.194;branch=z9hG4bK.15a14421; rport=53806;alias
Record-Route: =sip:163.22.21.194;1r;ftag=150d8844>

Contact: <5ip:61.221.81.25:32940;nat=yes>

To: <sip:3@163.22.21.194>;tag=4e05152F

From: <sip:sipsak@127.0.1.1:53806>;tag=150d8844

Call-ID: 353208388@127.6.1.1

CSeq: 1 OPTIONS

Accept: application/sdp

Accept-Language: en

Allow: INVITE, ACK, CANCEL, OPTIONS, BYE, REFER, NOTIFY, MESSAGE, SUBSCRIBE, INFO
User-Agent: X-Lite release 11840 stamp 56125

Content-Length: @

*#%* reply received after 119.859 ms **
SIP/2.8 200 OK
final received

503 root@desktop $fj

Ha. i Source Destination Protocol | Info

& i3
tatus: 200 OK

16 ndl E] 3
152.168.0.3 163.22.21.1%4  s5IP s

Figure 12: SIPOPTIONS Method
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5. Verification and Implemented Result

As we described in Section 3.4, the RTP Proxy Sasviocated in the middle of two
UAs, so the real value of one-way delay cannot leeipely obtained on the RTP Proxy
Server. Hence, we make an assumption that usingRTEg2 from ping command or
dividing the reply time by 2 obtained from SIP OPNS method as an approximation for
the one-way delay. In this chapter we use a prograiad DIST-V to verify these assumed
one-way delay. Besides, we will introduce a commaéréolP monitoring software, and
compare it with DIST-V and RTP-M; then we show fireal implemented result of our

RTP-M.

5.1 DIST-V

DIST-V [13] is a program that originally used to d@IP stress testing. The

architecture is shown in Figure 13 below.

Slave Sender 1 Slave Receiver 1

System Under Test

T8 g

Master

@
|

Slave Receiver 2

Slave Sender 2 RTP Proxy Server
@
Slave Sender N Slave Receiver N

Figure 13: TheArchitecture of DIST-V [13]

The DIST-V uses a Master to give orders to a seeaflers and receivers. Before the
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Master orders the senders/receivers to establish calls, the senders/receivers will
synchronize their time with the same NTP [14] serke this way, the system time of
senders/receivers is synchronized; then the Mastiers senders to send RTP packets with
the assigned payload type, and these RTP packets seat to receivers relayed by the
RTP Proxy Server. The senders will report to thestdafor the timestamp when RTP
packets are sent, and the receivers also repdhetdaster for the timestamp when RTP
packets are received, so the Master can get thee \al one-way delay. Meanwhile, the
Master control the number of RTP packets sent, abtdin the number of RTP packets
received from receivers, therefore the Master knthespacket loss rate. Three parameters
including one-way delay, codec type, and packet late described in E-Model are all

known by the Master, thus DIST-V can obtain theuaate value oR.

5.2 VQM anager

VQManager [15] is paid software for monitoring VoWice quality developed by
ZOHO Corporation. The cost is charged by the nundfelicensed phones; minimum
should be 10 phones, and the cost is NTD 65,000arit be installed on Windows or

Unix-like systems.
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Figure 14. Screenshot of VQM anager

Figure 14 shows the screenshot of VQManager, whaice quality is represented by
MOS andR Factor. The user interface is pretty, but theeesame restrictions when using
VQManager to monitor the voice quality. First, tbemmunication time should be long
enough. Second, two UAs cannot be located behimddime NAT. The third restriction of
VQManager is that the way it calculates the valiene-way delay is based on the RTCP
[16] packets. However, some hardphones such a® C&g0 IP Phones, do not correctly
provide the timestamp in RTCP headers for calaujatone-way delay, and D-Link
DPH-150SE which we used to experiment does not eead the RTCP packets. In other
words, if the two UAs use Cisco 7960 IP Phones-tirix DPH-150SE to make a SIP call,
then the VQManager will set the value of one-wayayleas zero, and obtain an

unreasonably high MOS value.
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53 Comparisons

In this section, we arrange experiments that coempghe R value of DIST-V,
VQManager, RTP-M (using ping), and RTP-M (using OPNS).
First, we list our testing components
® User Agents:
B DIST-V (Master/Receiver/Sender on the same device)
1. Hardware:
® CPU: Intel (R) Atom™ CPU N280 1.66GHz
® Memory: 2GB
2. Software:
® Operating System: CentOS 5.5
® DIST-V
B IP Phone:
1. D-Link DPH-150SE
® RTP-M/VQManager:
B Hardware:
1. CPU: Intel(R) Pentium(R) Dual CPU E2180 @ 2.0QGH
2. Memory: 1GB
B Software:
1. Operating System: Ubuntu 9.04
2. OpenSER: 1.2.1-notls
3. RTPProxy:1.2.1
4. RTP-M

Then we do the experiments in three cases:
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A. SIP Proxy Server and UAs on the same subnet ($eed-15)

SIP Proxy/RTP-M

Figure 15: SIP Proxy Server and UAs on the Same Subnet

B. SIP Proxy Server and UAs on different subnets (Sgere 16)

SIP Proxy/RTP-M
Figure 16: SIP Proxy Server and UAson different Subnets

C. SIP Proxy Server and UAs on different WANs (SeeauFadl7)

61.221.81.25

SIP Proxy/RTP-M
163.22.21.194

UAI UA2
192.168.0.2 192.168.0.3

Figure 17: SIP Proxy Server and UAson different WANs
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In the above three cases, we generated continu@@sI8IP calls to calculate the
averageR of DIST-V, VQManager, RTP-M (using OPTIONS), an@RRM(using ping).
The duration of each call is 10 seconds. The ewpari result is shown in Table 4 and the
trend of R is shown in Figure 18.

Table 4: Experiment Result of R

94.13171 94.10805 93.87571

93.83784 93.93333 93.88889

93.98203 93.98176 93.73007

93.40520 93.36182 92.86979

T =—#—RTP-M(using ping)

R —fi—VQMananger

\ = DIST-V
93.2 ) _

\ ——RTP-M(using OPTIONS)
93

CaseA CaseB CaseC

Figure 18: Trend of R
From Figure 18, we can observe regular patterntbiedR value of DIST-V is between
the R value of RTP-M (using ping) and tle value of RTP-M (using OPTIONS). It is
because that when using ping command to get theevafl one-way delay, the packet of
ICMP echo request will not reach the UAs behind N#@nce the one-way delay is shorter
than DIST-V, and thuR is larger than DIST-V. On the other hand, when Wéseived SIP

OPTIONS requests, UAs have to parse the packets@n@ose SIP responses for return.
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This process takes extra time, so the one-way ddl&1TP-M (using OPTIONS) is larger
than DIST-V, and consequently the R is smaller tBd8T-V. Besides, the experiment
result of VQManager has no obvious pattern. Howéwehe process of experiment, we
observed that when UAs do not send RTCP packetdMar@ger will set the one-way
delay as zero, and therefore the value of qualitiyalways be higher than the actual one.

Table 5: Errors Compared with DIST-V

We assumed that tHe value of DIST-V is correct, and calculated theoesrbetween

DIST-V and others. As shown in Table 5, we can thet the error of VQManager is
irregular, and the error of RTP-M (using ping) isadler than RTP-M (using OPTIONS). It
IS because that there is only one NAT in the middI&JAs and RTP-M in our experiment
environment, so error is smaller than the erroR®P-M (using OPTIONS) caused by
processing time of SIP OPTIONS messages. In additiee ping command is very likely
to encounter the problem of no response. Many #ilawill filter ICMP requests. For

example, in Windows 7 the default firewall is tcmage the ICMP request. Hence, our
system will adopt using SIP OPTIONS method as aemeliable approach to get the

assumed one-way delay.
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5.4

As shown in Figure 19, the graph generated by MIRIZ} has the x-axis of time and

| mplement result

The E-Model: R

System: Linux linear-desktop 2.6.28-18-generic Ubuntu

The statistics were last updated Monday, & September 2010 at 2:30,
at which time "RTP-M" had been up for 3 days, 11:53,.

"Daily’ Graph (5 Minute Average)

L
=4
T ¥
A

i

B e Fod 68 WO MO RNy §

Max Average Current
R of Receiver 84.0 820 83.0
R of Sender 54.0 820 a3.0

“Weekly' Graph (30 Minute Average)

- s B il Eris i ] et -

Max Average Current
R of Receiver 84.0 3.0 80.0
R of Sender 54.0 a3.0 a0.0

"Monthiy® Graph (2 Hour Average)

Bk 31 e A7 v 3 et Bk T

Max Average Current
R of Receiver 84.0 820 81.0
R of Sender 54.0 820 810

“Yearly' Graph (1 Day Average)

L

=4

= A

A

fup S Ot Moy Dec e Teo Hor dor Mmp bl Aa

Max Average Current
R of Receiver 84.0 820 84.0
R of Sender 54.0 820 a4.0

Figure 19: Implement Result
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the y-axis of R. The graph will redraw every fivénotes. In addition to daily graph, there
are weekly graph, monthly graph, and yearly grdpdmce, we can observe the long-term

variation of voice quality.
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6. Conclusion and Future Work

In this thesis, we proposed a voice quality momgprsystem RTP-M, and
implemented it. RTP-M can monitor any VoIP deviodnternet as long as it supports SIP
OPTIONS message. Furthermore, in order to verigy fdasibility of RTP-M, we use a
program that controls the one-way delay, codec,tgpe packet loss rate of two UAs to
make a comparison with RTP-M.

We also compared our RTP-M with VQManager which suit of paid software. This
software provides a beautiful user interface, mforections, and it supports other voice
transmission protocols, like H.323 [17] and Cisdan8y Call Control Protocol (SCCP).
However the quality measurement of this software tmany restrictions, like the UAs
have to enable the RTCP functionality, otherwise Mé&Dager will set the value of
one-way delay as zero; the communication time ddetlong enough, and the UAs cannot
be located behind the same NAT. Contrarily, our fTBas no such restrictions.

Finally, RTP-M will output the voice quality as aagh which is more intuitive for
human beings. We hope that RTP-M can provide ValRiaistrators with an objective
reference for troubleshooting when users complaoutathe voice quality.

From the experiment result shown in Table 5, we @aserve that there indeed exist
errors when using RTP-M to predict the voice qyalind the error is caused by the extra
time for parsing SIP OPTIONS requests and gengrageponse. Hence, in the future an
error model may be created and we may adjust the vdR according to some formula to

make RTP-M a more precise approach, even thougnrits is now only 0.6%.
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